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Motivation

• How doctors prescribe a sequence of drugs under uncertainty?

• Uncertainty: heterogeneity in patients’ illnesses and drugs’ effects.

• Bayesian agents (patients and doctors) learn from prescription

experience.

Research objective

• Measuring the effects of uncertainty and learning on prescription

choices and treatment outcomes.
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Preview of the Main Results

• Substantial heterogeneity in drugs’ effects across patients.

• Strong evidence of learning: there are reductions in uncertainty after

even a single prescription.

• This reduction leads to persistence in drug choices.

• Therefore, learning enables agents to reduce the costs of uncertainty.
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Italian Anti-ulcer Market

• Patients’ medical costs are covered by a National Health System

Ñ No variation in insurance status across patients

Ñ Doctros face a uniform incentive scheme.

• Anti-ulcer market is almost entirely drug-based

Ñ No concern about choosing expensive treatment procedures.

• Drug prices are set by the regulatory Drug Commission

Ñ Drugs of therapeutic equivalence are assigned the same price
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Italian Anti-ulcer Market
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Data

• Patient-level monthly anti-ulcer prescriptions data between January

1990 and December 1992.

• Include only patients who are first observed after June 1990 to avoid

left-censoring.

• Patients receive, on average, 2.8 prescriptions for 1.2 drugs over a

period of under 6 months.
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Overview of Model

• Doctor performs an initial diagnostics and selects an initial drug

treatment.

• Conditional on the initial diagnosis, each doctor has uncertainty

about the effectiveness of various drug alternatives.

• This uncertainty is modeled by patient-specific ”match values”

associated with each drug.

• ”Match values” have two dimension: symptomatic effect and

curative effect

Discussion: Curative effect?
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Model

Each doctor is forward-looking and selects the sequence of drugs that

maximizes her patient’s expected utility:

max
D“ttdjntuNn“1u8

t“1

ED

8
ÿ

t“1

βtdintujntp1 ´ ωj,t´1q

djnt : 1 if patient j takes drug n in period t

ujnt : Single-period utility flow

wjt : 1 if patent j recovers after period t

β : Discount factor P p0, 1q

The doctor chooses the sequence D to maximizes the expected utility.
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Model

The specification for patient j ’s single-period utility is Constant

Absolute Risk Aversion function:

upxjnt , pn, ϵjntq “ ´expp´r ˚ xjntq ´ α ˚ pn ` ϵjnt

xjnt : Patient j ’s symptomatic signal from taking drug n in period t

pn : Per-prescription price of drug n

ϵjnt : Idiosyncratic error

r : Degree of risk aversionpą 0q

The doctor chooses the sequence D to maximizes the expected utility.
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Model

Let hjt denote the probability that patent j recovers by the end of

period t:

hjt phjt´1, yjntq “

´

hjt´1

1´hjt´1

¯

` djntyjnt

1 `

´´

hjt´1

1´hjt´1

¯

` djntyjnt

¯

where yjnt is the curative signal and the initial condition h0j is defined

h0j “ θk w.p. pk , k “ 1, . . . ,K

where 0 ă pi ă 1,
ř

pi “ 1, and 0 ď θ1, . . . , θK ď 1.

h0j is refereed as patient j ’s ”initial illness severity”.
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Learning Process

Doctors begin treatment with prior information of two match values,

µjn and νjn, the symptomatic and curative effects of the drug.

˜

µjn

νjn

¸

„ N

˜«

µ
nk

νnk

ff

,

«

σ2
n 0

0 τ 2n

ff¸

Patient j does not know µjn and νjn, but she receives signals which

allow her to update.

˜

xjnt
yjnt

¸

„ N

˜«

µjn

νjn

ff

,

«

σ2
n 0

0 τ 2n

ff¸

Discussion: Zero correlation?
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Learning Process

Let l tjn denote the number of times that patient j has taken drug n up

to period t. Patient j ’s posterior beliefs regarding µjn are
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jn, otherwise,
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Dynamic Drug Choice

State Variables :

(1) Patient j ’s posterior mean match values µt
jn and νt

jn.

(2) Counts of the number of times that patient j has tried each drug, l tjn
(3) Recovery probability hjt

(4) Idiosyncratic errors ϵjnt

The transition rules are given in the previous slides.
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Dynamic Drug Choice

Recall the maximization problem:

max
D“ttdjntuNn“1u8

t“1

ED

8
ÿ

t“1

βtdintujntp1 ´ ωj,t´1q

The value function W pStq in the infinite-horizon problem is defined via

Bellman equation,

W pStq “ max
n

E rupxjnt , pn, ϵjntq ` βp1 ´ ωjtqE rW pSt`1|xjnt , yjnt , ns|Sts

“ max
n

E rupxjnt , pn, ϵjntq ` βp1 ´ E rωjt |yjntsqE rW pSt`1|xjnt , yjnt , ns|Sts

“ max
n

E rupxjnt , pn, ϵjntq`

βp1 ´ hjtphjt´1, yjntqqE rW pSt`1|xjnt , yjnt , ns|Sts

“ max
n

E r´ expp´rµt
jn `

1

2
r2pσ2

n ` V t
jnqq ´ αpn ` ϵjnt`

βp1 ´ hjtphjt´1, yjntqqE rW pSt`1|xjnt , yjnt , ns|Sts
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Estimation Results
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Importance of Uncertainty and Learning
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Discussion

• Policy Implication

• Generalization
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